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1 Foreword

Digital cellular networks based on the GSM specification were designed in the late 1980s and first deployed in the early 1990s
in Europe. Over the last 25 years, hundreds of networks were established globally and billions of subscribers have joined the
associated networks.

The technological foundation of GSM was based on multi-vendor interoperable standards, first created by government bodies
within CEPT, then handed over to ETSI, and now in the hands of 3GPP. Nevertheless, for the first 17 years of GSM technology,
the associated protocol stacks and network elements have only existed in proprietary black-box implementations and not as Free
Software.

In 2008 Dieter Spaar and I started to experiment with inexpensive end-of-life surplus Siemens GSM BTSs. We learned about the
A-bis protocol specifications, reviewed protocol traces and started to implement the BSC-side of the A-bis protocol as something
originally called bs11-abis. All of this was just for fun, in order to learn more and to boldly go where no Free Software
developer has gone before. The goal was to learn and to bring Free Software into a domain that despite its ubiquity, had not yet
seen any Free / Open Source software implementations.

bsll-abis quickly turned into bsc-hack, then OpenBSC and its OsmoNITB variant: A minimal implementation of all
the required functionality of an entire GSM network, exposing A-bis towards the BTS. The project attracted more interested
developers, and surprisingly quickly also commercial interest, contribution and adoption. This allowed adding support for more
BTS models.

After having implemented the network-side GSM protocol stack in 2008 and 2009, in 2010 the same group of people set out
to create a telephone-side implementation of the GSM protocol stack. This established the creation of the Osmocom umbrella
project, under which OpenBSC and the OsmocomBB projects were hosted.

Meanwhile, more interesting telecom standards were discovered and implemented, including TETRA professional mobile radio,
DECT cordless telephony, GMR satellite telephony, some SDR hardware, a SIM card protocol tracer and many others.

Increasing commercial interest particularly in the BSS and core network components has lead the way to 3G support in Osmocom,
as well as the split of the minimal OsmoNITB implementation into separate and fully featured network components: OsmoBSC,
OsmoMSC, OsmoHLR, OsmoMGW and OsmoSTP (among others), which allow seamless scaling from a simple "Network In
The Box" to a distributed installation for serious load.

It has been a most exciting ride during the last eight-odd years. I would not have wanted to miss it under any circumstances.

— Harald Welte, Osmocom.org and OpenBSC founder, December 2017.

1.1 Acknowledgements

My deep thanks to everyone who has contributed to Osmocom. The list of contributors is too long to mention here, but I'd like
to call out the following key individuals and organizations, in no particular order:

* Dieter Spaar for being the most amazing reverse engineer I’ve met in my career

* Holger Freyther for his many code contributions and for shouldering a lot of the maintenance work, setting up Jenkins - and
being crazy enough to co-start sysmocom as a company with me ;)

* Andreas Eversberg for taking care of Layer2 and Layer3 of OsmocomBB, and for his work on OsmoBTS and OsmoPCU
* Sylvain Munaut for always tackling the hardest problems, particularly when it comes closer to the physical layer

* Chaos Computer Club for providing us a chance to run real-world deployments with tens of thousands of subscribers every
year

* Bernd Schneider of Netzing AG for funding early ip.access nanoBTS support

* On-Waves ehf for being one of the early adopters of OpenBSC and funding a never ending list of features, fixes and general
improvement of pretty much all of our GSM network element implementations

* sysmocom, for hosting and funding a lot of Osmocom development, the annual Osmocom Developer Conference and releasing
this manual.
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e Jan Luebbe, Stefan Schmidt, Daniel Willmann, Pablo Neira, Nico Golde, Kevin Redon, Ingo Albrecht, Alexander Huemer,
Alexander Chemeris, Max Suraev, Tobias Engel, Jacob Erlbeck, Ivan Kluchnikov

* NLnet Foundation, for providing funding for a number of individual work items within the Osmocom universe, such as LTE
support in OsmoCBC or GPRS/EGPRS support for Ericsson RBS6000.

* WaveMobile Ltd, for many years of sponsoring.

May the source be with you!

— Harald Welte, Osmocom.org and OpenBSC founder, January 2016.

2 Preface

First of all, we appreciate your interest in Osmocom software.

Osmocom is a Free and Open Source Software (FOSS) community that develops and maintains a variety of software (and partially
also hardware) projects related to mobile communications.

Founded by people with decades of experience in community-driven FOSS projects like the Linux kernel, this community is built
on a strong belief in FOSS methodology, open standards and vendor neutrality.

2.1 FOSS lives by contribution!

If you are new to FOSS, please try to understand that this development model is not primarily about “free of cost to the GSM
network operator”, but it is about a collaborative, open development model. It is about sharing ideas and code, but also about
sharing the effort of software development and maintenance.

If your organization is benefiting from using Osmocom software, please consider ways how you can contribute back to that

community. Such contributions can be many-fold, for example

* sharing your experience about using the software on the public mailing lists, helping to establish best practises in using/oper-
ating it,

* providing qualified bug reports, workarounds

* sharing any modifications to the software you may have made, whether bug fixes or new features, even experimental ones

* providing review of patches

* testing new versions of the related software, either in its current “master” branch or even more experimental feature branches

* sharing your part of the maintenance and/or development work, either by donating developer resources or by (partially) funding

those people in the community who do.

We’re looking forward to receiving your contributions.

2.2 Osmocom and sysmocom
Some of the founders of the Osmocom project have established sysmocom - systems for mobile communications GmbH as a
company to provide products and services related to Osmocom.

sysmocom and its staff have contributed by far the largest part of development and maintenance to the Osmocom mobile network
infrastructure projects.

As part of this work, sysmocom has also created the manual you are reading.

At sysmocom, we draw a clear line between what is the Osmocom FOSS project, and what is sysmocom as a commercial
entity. Under no circumstances does participation in the FOSS projects require any commercial relationship with sysmocom as a
company.
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2.3 Corrections
We have prepared this manual in the hope that it will guide you through the process of installing, configuring and debugging your

deployment of cellular network infrastructure elements using Osmocom software. If you do find errors, typos and/or omissions,
or have any suggestions on missing topics, please do take the extra time and let us know.

2.4 Legal disclaimers
2.41 Spectrum License
As GSM and UMTS operate in licensed spectrum, please always double-check that you have all required licenses and that you

do not transmit on any ARFCN or UARFCN that is not explicitly allocated to you by the applicable regulatory authority in your
country.

( : ) Warning
Depending on your jurisdiction, operating a radio transmitter without a proper license may be considered a felony under
criminal law!

2.4.2 Software License
The software developed by the Osmocom project and described in this manual is Free / Open Source Software (FOSS) and
subject to so-called copyleft licensing.

Copyleft licensing is a legal instrument to ensure that this software and any modifications, extensions or derivative versions will
always be publicly available to anyone, for any purpose, under the same terms as the original program as developed by Osmocom.

This means that you are free to use the software for whatever purpose, make copies and distribute them - just as long as you
ensure to always provide/release the complete and corresponding source code.

Every Osmocom software includes a file called COPYING in its source code repository which explains the details of the license.
The majority of programs is released under GNU Affero General Public License, Version 3 (AGPLv3).

If you have any questions about licensing, don’t hesitate to contact the Osmocom community. We’re more than happy to clarify
if your intended use case is compliant with the software licenses.

2.4.3 Trademarks
All trademarks, service marks, trade names, trade dress, product names and logos appearing in this manual are the property of
their respective owners. All rights not expressly granted herein are reserved.

For your convenience we have listed below some of the registered trademarks referenced herein. This is not a definitive or
complete list of the trademarks used.

Osmocom® and OpenBSC® are registered trademarks of Holger Freyther and Harald Welte.
sysmocom® and sysmoBTS® are registered trademarks of sysmocom - systems for mobile communications GmbH.

ip.access® and nanoBTS® are registered trademarks of ip.access Ltd.
2.4.4 Liability
The software is distributed in the hope that it will be useful, but WITHOUT ANY WARRANTY; without even the implied

warranty of MERCHANTABILITY or FITNESS FOR A PARTICULAR PURPOSE. See the License text included with the
software for more details.
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3 Introduction

3.1 Required Skills

Please note that even while the capital expenses of running mobile networks has decreased significantly due to Osmocom software
and associated hardware like sysmoBTS, GSM networks are still primarily operated by large GSM operators.

Neither the GSM specification nor the GSM equipment was ever designed for networks to be installed and configured by anyone
but professional GSM engineers, specialized in their respective area like radio planning, radio access network, back-haul or core
network.

If you do not share an existing background in GSM network architecture and GSM protocols, correctly installing, configuring
and optimizing your GSM network will be tough, irrespective whether you use products with Osmocom software or those of
traditional telecom suppliers.

GSM knowledge has many different fields, from radio planning through site installation to core network configuration/adminis-
tration.

The detailed skills required will depend on the type of installation and/or deployment that you are planning, as well as its
associated network architecture. A small laboratory deployment for research at a university is something else than a rural
network for a given village with a handful of cells, which is again entirely different from an urban network in a dense city.

Some of the useful skills we recommend are:

 general understanding about RF propagation and path loss in order to estimate coverage of your cells and do RF network
planning.

* general understanding about GSM network architecture, its network elements and key transactions on the Layer 3 protocol
* general understanding about voice telephony, particularly those of ISDN heritage (Q.931 call control)

* understanding of GNU/Linux system administration and working on the shell

* understanding of TCP/IP networks and network administration, including tcpdump, tshark, wireshark protocol analyzers.

* ability to work with text based configuration files and command-line based interfaces such as the VTY of the Osmocom
network elements

3.2 Getting assistance

If you do have a support package / contract with sysmocom (or want to get one), please contact support@sysmocom.de with any
issues you may have.

If you don’t have a support package / contract, you have the option of using the resources put together by the Osmocom commu-
nity at https://projects.osmocom.org/, checking out the wiki and the mailing-list for community-based assistance. Please always
remember, though: The community has no obligation to help you, and you should address your requests politely to them. The
information (and software) provided at osmocom.org is put together by volunteers for free. Treat them like a friend whom you’re
asking for help, not like a supplier from whom you have bought a service.

If you would like to obtain professional/commercial support on Osmocom CNI, you can always reach out to sales @sysmocom.de
to discuss your support needs. Purchasing support from sysmocom helps to cover the ongoing maintenance of the Osmocom
CNI software stack.

4 Signaling Networks: SS7 and SIGTRAN

Classic digital telephony networks (whether wired or wireless) use the ITU-T SS7 (Signaling System 7) to exchange signaling
information between network elements.

Most of the ETSI/3GPP interfaces in the GSM and UMTS network are also based on top of [parts of] SS7. This includes, among
others, the following interfaces:
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¢ A interface between BSC and MSC
¢ IuCS interface between RNC (or HNB-GW) and MSC
¢ [uPS interface between RNC (or HNB-GW) and SGSN

Note
This does not include the A-bis interface between BTS and BSC. While Abis traditionally is spoken over the same physical TDM
circuits as SS7, the protocol stack from L2 upwards is quite different (Abis uses LAPD, while SS7 uses MTP)!

4.1 Physical Layer

The traditional physical layer of SS7 is based on TDM (time division multiplex) links of the PDH/SDH family, as they were
common in ISDN networks. Some people may know their smallest incarnation as so-called E1/T1 links. It can run either on
individual 64kBps timeslots of such a link, or on entire 2Mbps/1.5MBps E1/T1 links.

There are also specifications for SS7 over ATM, though it is unclear to the author if this is actually still used anywhere.

On top of the Physical Layer is the Message Transfer Part (MTP).

4.2 Message Transfer Part (MTP)

MTP is the lower layer of the SS7 protocol stack. It is comprised of two sub-layers, called MTP2 and MTP3.
Nodes in a MTP network are addressed by their unique PC (Point Code).

A MTP Routing Label is in the MTP header and indicates the Originationg Point Code (OPC) as well as the Destination Point
Code (DPC) and the Service Indicator Octet (S1O). The SIO is used to de-multiplex between different upper-layer protocol such
as ISUP, TUP or SCCP.

Routing is performed by means of routers with routing tables, similar to routing is performed in IP networks. Even the concept
of a point code mask analogous to the netmask exists.

Routers are connected with one another over one or more Link Sets, each comprised of one or multiple Links. Multiple Links in
a Linkset exist both for load sharing as well as for fail over purposes.

4.2.1 Point Codes
The length of point codes depends on the particular MTP dialect that is used. In the 1980s, when international telephony signaling
networks were established, most countries had their own national dialects with certain specifics.

Today, mostly the ITU and ANSI variants survive. The ITU variant uses 14bit point codes, while the ANSI variant uses 24 bit
point code length.

Point Codes can be represented either as unsigned integers, or grouped. Unfortunately there is no standard as to their representa-
tion. In ITU networks, the 3.8.3 notation is commonly used, i.e. one decimal for the first 3 bits, followed by one decimal for the
center 8 bits, followed by another decimal for the final 3 bits.

Example
The Point Code 1.5.3 (in 3.8.3 notation) is 1#2'! + 5%23 + 3 = 2091 decimal.

4.3 Higher-Layer Protocols

There are various higher-layer protocols used on top of MTP3, such as TUP, ISUP, BICC as well as SCCP. Those protocols exist
side-by-side on top of MTP3, similar to e.g. ICMP, TCP and UDP existing side-by-side on top of IP.

In the context of cellular networks, SCCP is the most relevant part.
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4.4 Signaling Connection Control Part (SCCP)
SCCP runs on top of MTP3 and creates something like an overlay network on top of it. SCCP communication can e.g. span
multiple different isolated MTP networks, each with their own MTP dialect and addressing.

SCCP provides both connectionless (datagram) and connection-oriented services. Both are used in the context of cellular net-
works.

4.4.1 SCCP Addresses
SCCP Addresses are quite complex. This is due to the fact that it is not simply one address format, but in fact a choice of one or
multiple different types of addresses.

SCCP Addresses exist as Calling Party and Called Party addresses. In the context of connectionless datagram services, the
sender is always the Calling Party, and the receiver the Called Party. In connection-oriented SCCP, they resemble the initiator
and recipient of the connection.

Table 1: SCCP Address Parts

Acronym Name Description

SSN Sub-System Number Describes a given application such as e.g. a GSM MSC, BSC or HLR. Can be
compared to port numbers on the Internet

PC Point Code The Point Code of the underlying MTP network

GT Global Title What most people would call a "phone number". However, Global Titles come in
many different numbering plans, and only one of them (E.164) resembles actual
phone numbers.

RI Routing Indicator Determines if message shall be routed on PC+SSN or on GT basis

4.4.2 Gilobal Titles

A Global Title is a (typically) globally unique address in the global telephony network. The body of the Global Title consists of
a series of BCD-encoded digits similar to what everyone knows as phone numbers.

A GT is however not only the digits of the "phone number", but also some other equally important information, such as the
Numbering Plan as well as the Nature of Address Indication.

Table 2: Global Title Parts

Acronym Name Description
GTI Global Title Indicator Determines the GT Format. Ranges from no GT (0) to GT+TT+NP+ES+NAI (4)
NAI Nature of Address Exists in GTI=1 and is sort of a mixture of TON + NPI
Indicator
TT Translation Type Used as a look-up key in Global Title Translation Tables
NP Numbering Plan Indicates ITU Numbering Plan, such as E.164, E.212, E.214
ES Encoding Scheme Just a peculiar way to indicate the length of the digits
- Signals The actual "phone number digits"

For more information about SCCP Addresses and Global Titles, please refer to [itu-t-q713]
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4.4.3 Gilobal Title Translation (GTT)

Global Title Translation is a process of re-writing the Global Title on-the-fly while a signaling message passes a STP.

Basically, a SCCP message is first transported by MTP3 on the MTP level to the Destination Point Code indicated in the MTP
Routing Label. This process uses MTP routing and is transparent to SCCP.

Once the SCCP message arrives at the MTP End-Node identified by the Destination Point Code, the message is handed up to the
local SCCP stack, which then may implement Global Title Translation.

The input to the GTT process is

* the destination address of the SCCP message

* alocal list/database of Global Title Translation Rules
The successful output of he GTT includes

* A new Routing Indicator
* The Destination Point Code to which the message is forwarded on MTP level
* a Sub-system Number (if RI is set to "Route on SSN")

* anew Global Title (if Rl is set to "Route on GT"), e.g. with translated digits.

Between sender and recipient of a signaling message, there can be many instances of Global Title Translation (up to 15 as per
the hop counter).

For more information on Global Title Translation, please refer to [itu-t-q714].

4.4.4 Peculiarities of Connection Oriented SCCP

Interestingly, Connection-Oriented SCCP messages carry SCCP Addresses only during connection establishment. All data
messages during an ongoing connection do not contain a Called or Calling Party Address. Instead, they are routed only by the
MTP label, which is constructed from point code information saved at the time the connection is established.

This means that connection-oriented SCCP can not be routed across MTP network boundaries the same way as connectionless
SCCP messages. Instead, an STP would have to perform connection coupling, which is basically the equivalent of an application-
level proxy between two SCCP connections, each over one of the two MTP networks.

This is probably mostly of theoretical relevance, as connection-oriented SCCP is primarily used between RAN and CN of cellular
network inside one operator, i.e. not across multiple MTP networks.

4.5 SIGTRAN - SS7 over IP Networks

At some point, IP based networks became more dominant than classic ISDN networks, and 3GPP as well as IETF were working
out methods in which telecom signaling traffic can be adapted over IP based networks.

Initially, only the edge of the network (i.e. the applications talking to the network, such as HLR or MSC) were attached to the
existing old SS7 backbone by means as SUA and M3UA. Over time, even the links of the actual network backbone networks
became more and more IP based.

In order to replace existing TDM-based SS7 links/linksets with SIGTRAN, the M2UA or M2PA variants are used as a kind of
drop-in replacement for physical links.

All SIGTRAN share that while they use IP, they don’t use TCP or UDP but operate over a (then) newly-introduced Layer 4
transport protocol on top of IP: SCTP (Stream Control Transmission Protocol).

Despite first being specified in October 2000 as IETF RFC 2960, it took a long time until solid implementations of SCTP ended up
in general-purpose operating systems. SCTP is not used much outside the context of SIGTRAN, which means implementations
often suffer from bugs, and many parts of the public Internet do not carry SCTP traffic due to restrictive firewalls and/or ignorant
network administrators.
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4.5.1 SIGTRAN Concepts / Terminology

Like every protocol or technology, SIGTRAN brings with it its own terminology and concepts. This section tries to briefly
introduce them. For more information, please see the related IETF RFCs.

4.5.1.1 Signaling Gateway (SG)

The Signaling Gateway (SG) interconnects the SS7 network with external applications. It translates (parts of) the SS7 protocol
stack into an IP based SIGTRAN protocol stack. Which parts at which level of the protocol stack are translated to what depends
on the specific SIGTRAN dialect.

A SG is traditionally attached to the TDM-Based SS7 network and offers SIGTRAN/IP based applications a way to remotely
attach to the SS7 network.

A SG typically has STP functionality built-in, but it is not mandatory.

4.5.1.2 Application Server (AS)

An Application Server is basically a logical entity representing one particular external application (from the SS7 point of view)
which is interfaced with the SS7 network by means of one of the SIGTRAN protocols.

An Application Server can have one or more Application Server Processes associated with it. This functionality can be used for
load-balancing or fail-over scenarios.

4.5.1.3 Application Server Process (ASP)

An Application Server Process represents one particular SCTP connection used for SIGTRAN signaling between an external
application (e.g. a BSC) and the Signaling Gateway (SG).

One Application Server Process can route traffic for multiple Application Servers. In order to differentiate traffic for different
Application Servers, the Routing Context header is used.

4.5.2 SIGTRAN variants / stackings

SIGTRAN is the name of an IETF working group, which has released an entire group of different protocol specifications. So
rather than one way of transporting classic telecom signaling over IP, there are now half a dozen different ones, and all can claim
to be an official IETF standard.

FIXME: Overview picture comparing the different stackings

4.5.2.1 MTP3 User Adaptation (M3UA)

M3UA basically "chops off" everything up to and including the MTP3 protocol layer of the SS7 protocol stack and replaces it
with a stack comprised of M3UA over SCTP over IP.

M3UA is specified in [ietf-rfc4666].
M3UA is the SIGTRAN variant chosen by 3GPP for A, TuCs and IuPS interfaces over IP.

4.5.2.2 SCCP User Adaptation (SUA)

SUA basically "chops oft" everything up to and including the SCCP protocol layer of the SS7 protocol stack and replaces it with
a stack comprised of SUA over SCTP over IP.

This means that SUA can only be used for SCCP based signaling, but not for other SS7 protocols like e.g. TUP and ISUP.
SUA is specified in [ietf-rfc3868].
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4.5.2.3 MTP2 User Adaptation (M2UA)

M2UA is specified in [ietf-rfc3331].

Note
M2UA is not supported in Osmocom SIGTRAN up to this point. Let us know if we can implement it for you!

4.5.2.4 MTP2-User Peer-to-Peer Adaptation (M2PA)

M2PA is specified in [ietf-rfc4165].

Note
M2PA is not supported in Osmocom SIGTRAN up to this point. Let us know if we can implement it for you!

4.5.3 SIGTRAN security

There simply is none. There are some hints that TLS shall be used over SCTP in order to provide authenticity and/or confiden-
tiality for SIGTRAN, but this is not widely used.

As telecom signaling is not generally carried over public networks, private networks/links by means of MPLS, VLANs or VPNs
such as [Psec are often used to isolate and/or secure SIGTRAN.

Under no circumstances should you use unsecured SIGTRAN with production data over the public internet!

4.5.4 IPv6 support

SCTP (and thus all the higher layer protocols of the various SIGTRAN stackings) operates on top of both IPv4 and IPv6. As the
entire underlying IP transport is transparent to the SS7/SCCP applications, there is no restriction on whether to use SIGTRAN
over IPv4 or IPv6.

4.5.5 SCTP multi-homing in SIGTRAN

SCTP, unlike more traditional IP L4 protocols (TCP, UDP) doesn’t work based on a connection between source IP:port and
Destination IP:port.

Instead, SCTP creates associations between two endpoints, both of which can have any number of IP addresses. This means that
in case of network outage, traffic can continue to flow through any of the IP addresses of that association.

The Linux kernel by default advertises all IP addresses of the local system to the peer. This can be seen when inspecting the
SCTP INIT chunk e.g. in wireshark. While this may be a reasonable default in some use cases, it is not always the best idea.
Imagine addresses of internal/private IP networks, for example local bridge devices between 1xc or docker containers, or local
VMs. Such addresses have no significance beyond the local machine.

Subsequently, libosmo-sigtran allows the user to explicitly select which local IP addresses shall be used in SCTP multi-homing
for the SIGTRAN associations it manages. The user can achieve this by specifying multiple Local-ip VTY commands within
one asp (SCTP client role) or within one 1isten m3ua 2905 (SCTP server role).

4.5.6 SCTP Primary Address

SCTP has the concept of "primary address" in an association. The primary address is a remote address selected from those
announced by the peer, and it is the "active" one chosen to transmit user data. The other remote addresses, that are not used,
are kept as backups. They are in general only used to transmit user data whenever the SCTP implementation decides to change
the primary address, be it due to user policy configuration change or due to the previous primary link becoming unusable. Only
confirmed remote addresses (through HEARTBEAT mechanism) are electable to be used as primary address.
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By default, the Linux kernel SCTP stack implementation will probably take the first remote address provided at connect() time
in order to start the initial handshake, and continue with next provided remote addresses if the first one fails to confirm the
handshake. The remote address which successfully confirmed the handshake is then used as a primary address (since it’s likely
the only confirmed so far), and will be kept until the link is considered down.

Some deployment setups may have requirements on preferred links to be used when transmitting data (eg. network setups with
primary and secondary paths). This can be accomplished by explicitly notifying the kernel to use one of the remote addresses
through the SCTP_PRIMARY_ADDR sockopt, plus monitoring the address availability changes on the socket and re-enforcing
the primary address when it becomes available again. This is supported in the Osmocom SIGTRAN stack by using the primary
parameter in one of the remote-ip commands under the asp node:

cs7 instance 0
asp my-asp 2905 0 m3ua
remote—ip 10.11.12.13
remote-ip 16.17.18.19 primary ©

] Use 16.17.18.19 as primary address for the SCTP association. User data will be in general transmitted over this path.

4.5.7 SCTP Peer Primary Address

The SCTP extension ASCONF (RFC5061) allows, when negotiated and supported by both peers, to dynamically announce to the
peer the addition or deletion of IP addresses to the association. It also allows one peer announcing to the other peer the desired
IP address it should be using as a primary address when sending data to it.

In the Linux kernel SCTP stack, this is accomplished by setting the sockopt SCTP_SET_PEER_PRIMARY_ADDR, which will
trigger an ASCONF SCTP message to the peer with the provided local IP address. This is supported in the Osmocom SIGTRAN
stack by using the primary parameter in one of the 1ocal—-ip commands under the asp node:

cs7 instance 0
asp my-asp 2905 0 m3ua
local-ip 10.11.12.13
local-ip 16.17.18.19 primary @

(1] Announce 16.17.18.19 to the peer as the primary address to be used when transmitting user data to us.

In order to be able to use this feature, the SCTP association peer must support the ASCONF extension. The extension support is
negotiation during the INIT handshake of the association. Furthermore, for ASCONF features to work properly, the assoc also
needs to announce/use the AUTH extension, as per RFC5061 section 4.2.7. Otherwise, the peer receiving an SCTP INIT with
ExtensionFeatures=ASCONF, ASCONF_ACK" but without AUTH, will reject the association with an ABORT since it’s
not complying with specifications (this behavior can be tweaked through sysctl "net.sctp.addip_noauth_enable").

As of the time of writing this documentation (linux 6.4.12) and since basically ever, those extensions are runtime-disabled by de-
fault. They can be enabled per socket using the kernel sockopts SCTP_ASCONF_SUPPORTED and SCTP_AUTH_SUPPORTED,
and that’s what the Osmocom stack is currently doing for all SCTP sockets. However, those sockopts are farily new (linux v5.4),
which means user running older kernels will see in the logs setting those sockopts fail, but connection will keep ongoing, simply
without those features available (so setting primary in the configuration won’t have any effect here). On those older kernels, if
this feature is still desired, it can be used by means of enabling the SCTP extensions in all socket system-wide through sysctl:

net.sctp.auth_enable=1
net.sctp.addip_enable=1
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4.5.8 SCTP INIT Parameters

Several SCTP INIT parameters can be configured through VTY, which will be passed to the Linux Kernel SCTP stack and used
whenever an association is being established.

On the client side (see Section 4.5.9), the parameters are configured in the asp node:

cs7 instance 0

asp my-asp 2905 0 m3ua
sctp-role client
sctp-param init num-ostreams 250 @
sctp-param init max-instreams 300 ©
sctp-param init max-attempts 3 ©
sctp-param init timeout 10000 O

(1] The number of streams from the server to the client. This value is transmitted during SCTP INIT ACK packet.

(2] Announce to the server that a maximum of up to 300 inbound SCTP streams are supported. This value is transmitted
during SCTP INIT packet.

o Initial SCTP handshake will be attempted 3 times before considering the connection failed.

(4] Retransmit an SCTP INIT message after 10000 ms if no answer is received.

On the server side (see Section 4.5.9), the parameters are configured in the 11 sten node:

cs7 instance 0

asp my—-asp 2905 0 m3ua
sctp-role server

listen m3ua 2905
sctp-param init num-ostreams 250 ©
sctp-param init max-instreams 300 ©

(1] Announce to the server that up to 250 outbound SCTP streams (server to client) may be requested. This value is transmitted
during SCTP INIT packet, and should be equal or lower to the max—instreams value received from the client during
SCTP INIT packet.

(2] Announce to the server that a maximum of up to 300 inbound SCTP streams are supported. This value is transmitted

during SCTP INIT ACK packet.

4.5.9 SCTP role

The SCTP role defines which of the two L4 protocol roles SCTP assumes:

* The SCTP server role binds to a local port and handles incoming connections from clients

e The SCTP client role connects to a remote SCTP sever.

4.5.10 M3UA/SUA role

The M3UA role (or SUA role) determines which role a given peer of a M3UA connection implements. 3GPP specifies the
following role:

* SGP (Signaling Gateway): The entity connected to the larger SS7 network
» ASP (Application Server Process): A client application that connects to the SGW to talk to the SS7 network
» [PSP (IP Server Process): M3UA in point-to-point mode

Osmocom (libosmo-sigtran) implements both the SGP and ASP roles, but not the IPSP role.
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4.5.11 Traffic Modes in SIGTRAN

Whenever an AS consists of multiple ASPs, the traffic mode expresses how messages are distributed between those ASPs.
* QOverride: There is always one active ASP and multiple hot standby ASPs. If the active ASP fails, one of the remaining ASPs
will become the new active ASP.

* Loadshare: The messages will be distributed between the different ASPs in a way to distribute the load among them. Details
are implementation specific.

* Broadcast: A copy of every incoming signaling message is sent to all the ASPs in broadcast traffic mode.

Osmocom (libosmo-sigtran) implements all above-mentioned traffic modes.

5 Osmocom SS7 + SIGTRAN support

5.1 History / Background

If you’re upgrading from earlier releases of the Osmocom stack, this section will give you some background about the evolution.

5.1.1 The Past (before 2017)
In the original implementation of the GSM BSC inside Osmocom (the OsmoBSC program, part of OpenBSC), no SS7 support
was included.

This is despite the fact that ETSI/3GPP mandated the use of SCCP over MTP over E1/T1 TDM lines for the A interface at that
time.

Instead of going down to the TDM based legacy physical layers, OsmoBSC implemented something called an IPA multiplex,
which apparently some people also refer to as SCCPlite. We have never seen any specifications for this interface, but implemented
it from scratch using protocol traces.

The IPA protocol stack is based on a minimal sub-set of SCCP (including connection oriented SCCP) wrapped into a 3-byte
header to packetize a TCP stream.

The IPA/SCCPIlite based A interface existed at a time when the ETSI/3GPP specifications did not offer any IP based transport
for the A interface. An official as added only in Release FIXME of the 3GPP specifications.

The A interface BSSMAP protocol refers to voice circuits (E1/T1 timeslots) using circuit identity codes (CICs). As there are
no physical timeslots on a TCP/IP based transport layer, the CICs get mapped to RTP streams for circuit-switched data using
out-of-band signaling via MGCP, the IETF-standardized Media Gateway Control Protocol.

5.1.2 The present (2017)

In 2017, sysmocom was tasked with implementing a 3GPP AolIP compliant A interface. This meant that a lot of things had to
change in the existing code:

» removal of the existing hard-wired SCCPlite/IPA code from OsmoBSC
* introduction of a formal SCCP User SAP at the lower boundary of BSSMAP

* introduction of libosmo-sigtran, a comprehensive SS7 and SIGTRAN library which includes a SCCP implementation for
connectionless and connection-oriented procedures, offering the SCCP User SAP towards BSSAP

* introduction of an A interface in OsmoMSC (which so far offered Iu only)

* port of the existing SUA-based IuCS and IuPS over to the SCCP User SAP of libosmo-sigtran.
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* Implementation of ETSI M3UA as preferred/primary transport layer for SCCP

* Implementation of an IPA transport layer inside libosmo-sigtran, in order to keep backwards-compatibility.

This work enables the Osmocom universe to become more compliant with modern Releases of 3GPP specifications, which
enables interoperability with other MSCs or even BSCs. However, this comes at a price: Increased complexity in set-up and
configuration.

Using SS7 or SIGTRAN based transport of the A interface adds an entirely new domain that needs to be understood by system
and network administrators setting up cellular networks based on Osmocom.

One of the key advantages of the Osmocom architecture with OsmoNITB was exactly this simplification and reduction of com-
plexity, enabling more people to set-up and operate cellular networks.

So we have put some thought into how we can achieve compatibility with SS7/SIGTRAN and the 3GPP specifications, while at
the same time enabling some degree of auto-configuration where a small network can be set up without too many configuration
related to the signaling network. We have achieved this by "abusing" (or extending) the M3UA Routing Key Management
slightly.

5.2 Osmocom extensions to SIGTRAN

Osmocom has implemented some extensions to the SIGTRAN protocol suite. Those extensions will be documented below.

5.2.1 Osmocom M3UA Routing Key Management Extensions

In classic M3UA, a peer identifies its remote peer based on IP address and port details. So once an ASP connects to an SG, the
SG will check if there is any configuration that matches the source IP (and possibly source port) of that connection in order to
understand which routing context is used - and subsequently which traffic is to be routed to this M3UA peer.

This is quite inflexible, as it means that every BSC in a GSM network needs to be manually pre-configured at the SG/STP, and
that configuration on the BSC and MSC must match to enable communication.

M3UA specifies an optional Routing Key Management (RKM) sub-protocol. Using RKM, an ASP can dynamically tell the
SG/STP, which traffic it wants to receive. However, the idea is still that the SG has some matching configuration.

In OsmoSTP based on libosmo-sigtran, we decided to (optionally) enable fully dynamic registration. This means that any ASP
can simply connect to the SG and request the dynamic creation of an ASP and AS with a corresponding routing key for a given
point code. As long as the SG doesn’t already have a route to this requested point code, The SG will simply trust any ASP and
set a corresponding route.

To enable dynamic creation of ASPs within an AS from any source IP/port, the corresponding XUA Server (Section 5.5) must be
configured with accept-asp-connections dynamic-permitted.

To enable dynamic registration of routing keys via RKM, the corresponding SS7 Instance (Section 5.4) must be configured with
xua rkm routing-key-allocation dynamic-permitted.

This is of course highly insecure and can only be used in trusted, internal networks. However, it is quite elegant in reducing the
amount of configuration complexity. All that is needed, is that an unique point code is configured at each of the ASPs (application
programs) that connect to the STP.

To put things more concretely: Each BSC and MSC connecting to OsmoSTP simply needs to be configured to have a different
point code, and to know to which IP/port of the STP to connect. There’s no other configuration required for a small, autonomous,
self-contained network. OsmoSTP will automatically install ASP, AS and route definitions on demand, and route messages
between all connected entities.

The same above of course also applies to HNB-GW and OsmoSGSN in the case of u interfaces.
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5.2.2 IPA /SCCPlite backwards compatibility

The fundamental problem with IPA/SCCPIite is that there’s no MTP routing label surrounding the SCCP message. This is gen-
erally problematic in the context of connection-oriented SCCP, as there is no addressing information inside the SCCP messages
after the connection has been established. Instead, the messages are routed based on the MTP label, containing point codes
established during connection set-up time.

This means that even if the SCCP messages did contain Called/Calling Party Addresses with point codes or global titles, it would
only help us for routing connectionless SCCP. The A interface, however, is connection-oriented.

So in order to integrate IPA/SCCPlite with a new full-blown SS7/SIGTRAN stack, there are the following options:

1. implement SCCP connection coupling. This is something like a proxy for connection-oriented SCCP, and is what is used
in SS7 to route beyond a given MTP network (e.g. at gateways between different MTP networks).

2. consider all SCCP messages to be destined for the local point code of the receiver. This then means that the SG functionality
must be included inside the MSC, and the MSC be bound to the SSN on the local point code.

3. hard-code some DPC when receiving a message from an IPA connection. It could be any remote PC and we’d simply route
the message towards that point code.

But then we also have the return direction:

1. We could "assign" a unique SPC to each connected IPA client (BSC), and then announce that PC towards the SS7 side.
Return packets would then end up at our IPA-server-bearing STP, which forwards them to the respective IPA connection
and thus BSC. On the transmit side, we’d simply strip the MTP routing label and send the raw SCCP message over IPA.

2. If the IPA server / SGW resides within the MSC, one could also have some kind of handle/reference to the specific TCP
connection through which the BSC connected. All responses for a given peer would then have to be routed back to the
same connection. This is quite ugly as it completely breaks the concepts of the SCCP User SAP, where a user has no
information (nor to worry about ) any "physical" signaling links.

5.3 Minimal Osmocom SIGTRAN configurations for small networks
If you’re not an SS7 expert, and all you want is to run your own small self-contained cellular network, this section explains what
you need to do.

In general, you can consider OsmoSTP as something like an IP router. On the application layer (in our case the BSSAP/BSSMAP
or RANAP protocols between Radio Access Network and Core Network), it is completely invisible/transparent. The BSC
connects via SCCP to the MSC. It doesn’t know that there’s an STP in between, and that this STP is performing some routing
function. Compares this to your web browser not knowing about IP routers, it just establishes an http connection to a web server.

This is also why most GSM network architecture diagrams will not explicitly show an STP. It is not part of the cellular network.
Rather, one or many STPs are part of the underlying SS7 signaling transport network, on top of which the cellular network
elements are built.

5.3.1 A minimal 2G configuration to get started

You will be running the following programs:

* OsmoBSC as the base-station controller between your BTS (possibly running OsmoBTS) and the MSC
* OsmoMSC as the mobile switching center providing SMS and telephony service to your subscribers

* OsmoSTP as the signal transfer point, routing messages between one or more BSCs and the MSC
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OsmoBSC SCCP/M3UA @ SCCP/M3UA OsmoMSC

Figure 1: Simple signaling network for 2G (GSM)

You can use the OsmoSTP fully dynamic registration feature, so the BSCs and the MSC will simply register with their point
codes to the STP, and the STP will create most configuration on the fly.

All you need to make sure is:

* to assign one unique point code to each BSC and MSC

* to point all BSCs and the MSC to connect to the IP+Port of the STP
* to configure the point code of the MSC in the BSCs

5.3.2 A minimal 3G configuration to get started

You will be running the following programs:

* OsmoHNBGW as the homeNodeB Gateway between your femtocells / small cells and the MSC+SGSN

* OsmoMSC as the mobile switching center providing SMS and telephony service to your subscribers

* OsmoSGSN as the Serving GPRS Support Node, providing packet data (internet) services to your subscribers

* OsmoSTP as the signal transfer point, routing messages between one or more HNBGWs and the MSC and SGSN

Iuh (RUA)

Iu (SCCP/M3UA)

hNodeB

Iu (SCCP/M3UA)

OsmoHNBGW OsmoSTP

Iuh (RUA) Iu (SCCP/M3UA)

Figure 2: Simple signaling network for 3G (UMTS)

You can use the OsmoSTP fully dynamic registration feature, so the HNBGWs, the MSC and the SGSN will simply register with
their point codes to the STP, and the STP will create most configuration on the fly.

All y